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Abstract: This paper provides a comprehensive description of the current literature on data fusion,
with an emphasis on Information Quality (IQ) and performance evaluation. This literature review
highlights recent studies that reveal existing gaps, the need to find a synergy between data fusion
and IQ, several research issues, and the challenges and pitfalls in this field. First, the main models,
frameworks, architectures, algorithms, solutions, problems, and requirements are analyzed. Second,
a general data fusion engineering process is presented to show how complex it is to design a
framework for a specific application. Third, an IQ approach , as well as the different methodologies
and frameworks used to assess IQ in information systems are addressed; in addition, data fusion
systems are presented along with their related criteria. Furthermore, information on the context
in data fusion systems and its IQ assessment are discussed. Subsequently, the issue of data fusion
systems’ performance is reviewed. Finally, some key aspects and concluding remarks are outlined,
and some future lines of work are gathered.

Keywords: context assessment; data fusion; information quality; quality assessment

1. Introduction

The evolution of information has generated an enormous amount of heterogeneous
data. This could negatively affect information systems because it requires major efforts
from them to appropriately address Information Quality (IQ) problems and to avoid the
deterioration of their underlying IQ. In practice, information is collected from multiple and
diverse sources (e.g., web-based and human-provided systems) that are naturally multi-
sensorial and, therefore, highly conflicting [1]. Indeed, this is why their corresponding
acquisition processes involve different time rates and conditions, and various experiments
of the target or phenomenon, which results in different data types. These data can broadly
be classified into two big classes: hard and soft [2].

Given this scenario, information systems have evolved and improved their efficiency
to collect, process, store, analyze, and disseminate information. Nevertheless, designing
a unique and generalized framework has become a very complex task [3] because of the
new and constantly emerging problems and questions regarding the context, quantity,
and quality of data, information, and knowledge [4,5]. Moreover, there is a wide range of
issues and matters on how to properly measure information systems’ performance [6,7],
which is considered one of the most complex stages during information processing.

In this regard, data fusion has gained much attention and been used in many appli-
cations in different fields such as sensor networks [8], fault diagnosis in maintenance [9],
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internet of things [10], eye movement recognition [11], economic data analysis [12], environ-
mental hazard events [13], acoustic sensor networks [14], target tracking [15], robotics [16],
image processing [17], intelligent systems designing, health applications [18], biomet-
rics [19], surveillance [20], and human capital [21] approaches. In this study, the terms
“information fusion” and “data fusion” are employed indistinctly for simplicity purposes.
Data fusion processes attempt to emulate the natural ability of humans to integrate infor-
mation obtained from one object using their different senses [4,22]. In addition, they aim to
provide a more efficient way to handle heterogeneous data and information (from multiple
sources and prior models) to achieve the following goals: (i) improving the reliability of
the data/information, (ii) reducing uncertainty, and (iii) increasing IQ.

The concept of data fusion has been widely studied - leading to the emergence of vari-
ous related patents and scientific publications [23–26]. Partly, patents are methods aiming
to estimate probabilities in distributed sensors [27], portable apparatuses and methods for
decision-support for real-time automated multisensor data fusion and analysis [28], as well
as systems and methods for asymmetric missile defense [29]. It has been given different
names [22] that essentially refer to the same idea but with slight differences in terms of
area of application, data type, context, and meaning [30]. Some of these terms include
data combination [31], data aggregation [32], multisensor integration [33], multisensor data
fusion [34], and information fusion [35]. According to [36], there are more than 25 different
definitions for data fusion, which makes it difficult to find a clear distinction between
them [3]. Thus, some authors use the term “data fusion” when data are obtained directly
from sensors without any processing and the term “information fusion”, when data have
been processed [37]. For [37], the definition provided by the Joint Directors of Laboratories
(JDL) model is the most commonly employed [38]. It defines data fusion as “a process
dealing with the association, correlation, and combination of data and information from
single and multiple sources to achieve refined position and identity estimates, and complete
and timely assessments of situations and threats, and their significance. The process is
characterized by continuous refinements of its estimates and assessments, and the eval-
uation of the need for additional sources, or modification of the process itself, to achieve
improved results” [39].

Currently, data fusion is regarded as an open research field with different unsolved
problems. Some of these problems are associated with automated methods to extract
meaning from information, the capture of non-numerical data (e.g., statistical data algo-
rithms), the adequate use of uncertain logic declarations, the selection of algorithms and
techniques, the assessment of information quality, the analysis and assessment of context
information quality, and the evaluation of information fusion systems [4,40,41]. This latter
evaluation and its reliability are considered in [42] to be the biggest problems in data
fusion systems because there are no standard metrics. Therefore, each author establishes
their own metrics, such as those presented in [43,44]. Additionally, in [3] is described
data fusion as a challenging task due to the complexity of data, the dependence of the
processes on non-measurement variables, and the processing of heterogeneous data sets to
use them effectively.

It should be noted that one of the goals of data fusion systems is to improve the
quality of information, that is, to generate a gain in information with higher quality using
information obtained from multiple sources [45]. For this reason, IQ has been recently
studied in the field of information fusion systems, which is considered a challenge because a
good IQ in the input does not necessarily guarantee a high IQ in the output [46] and because,
without the ability to assess the IQ in any context, it is impossible to establish a status
and improvements. Hence, it is crucial to include IQ measures for data fusion systems
considering the context as well as IQ metrics of context information. Notwithstanding,
IQ has not been widely explored in data fusion due to the complexity of incorporating its
assessment into the data fusion process. In addition, the literature reported up to date is
limited to a few studies [5,45–49].
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In [47], three groups of measures were proposed to evaluate data fusion systems
as an alternative to standardizing the evaluation of high level fusion processes, namely,
performance measures, measures of merit (derived from quality control), and measures
of effectiveness. The concept of effectiveness defines a set of quality criteria that assess
efficiency, efficacy, and effectiveness such as information gain, some IQ criteria, and robust-
ness. The functionality of these measures was explained through a brief case of maritime
tracking awareness. In [46], the dependencies among IQ criteria, objectives, and the context
for decision making were studied. Timeliness, confidence, and credibility were highlighted.
The timeliness can allow decision-makers to obtain new observations to improve their
decision over time; therefore, it is necessary to balance it with other IQ criteria to achieve
good sequential decision-making. The reported results demonstrated the functionality of
the method in terms of classification error reduction measure applied in a case study of
ship reconnaissance in the military domain. This proposal was taken up in [45] and dissem-
inated in crisis management. They proposed some IQ evaluation ontologies focusing on
content, sources, and presentation of information. In addition, they highlighted the need to
control quality in the decision-making process and to achieve compact quality measures
that relate several IQ criteria. In [5], a comprehensive methodology for assessing IQ in
information systems and fusion systems is presented; it is based on quality criteria and
transfer functions to assess IQ in subsystems resulting from dividing (with high granu-
larity) data/information processing blocks. The functionality of the model was validated
in three case studies. In [48], a low data fusion framework was proposed with a set of IQ
criteria distributed over the functional levels of the JDL model and a procedure to apply
quality control. The framework was validated on a brain–computer interface case study.

In [49], a survey of data fusion and IQ focused on wireless sensor networks (WSN)
was addressed. Noise that affects the WSN was analyzed together with IQ criteria to assess
it. Additionally, supervised and unsupervised techniques applied to data fusion were
discussed. In [37], a review of data fusion was addressed where different models and
techniques of data fusion to carry out the fusion were discussed but without discussing
IQ criteria. In our work, unlike other related review works, a broad functional spectrum
of data fusion and information quality is analyzed considering the fusion of low- and
high-level data-oriented to multiple applications. Though out of the scope of this review, it
is important to highlight that there are many works in the area of data profiling that can
be used to automatically infer statistics and dependencies among data, with the resulting
metadata being an alternative to improving the quality of datasets before and after data
fusion processes, as widely discussed in [50–53].

In this study, all of the aforementioned aspects are outlined, and state-of-the-art
publications are systematically and chronologically reviewed within the context of IQ. We
define data as a raw sequence of symbols without context; information as contextualized
data; context as knowledge applied to the characterization of the situation of an entity;
and knowledge as the semantic transformation of the information that has been analyzed,
understood, and explained. However, we use “information fusion” and “data fusion”
interchangeably unless otherwise specified for understandability purposes.

The rest of this paper is structured as follows. Section 3 presents a general description
of the data fusion systems and models and their corresponding taxonomy. Section 4
explains the concept and principles of IQ and data fusion systems’ performance. Section 5
discusses the advantages, disadvantages, limitations, recent developments for bridging
gaps and addressing challenges, and future work.

2. Literature Review Process

There are few conceptual studies on data fusion and information quality that
attempt to establish relationships between both, which also occurs with context in-
formation. Therefore, the objective of this paper is to provide a literature review on
data fusion, followed by that on information quality in order to find their connection.
For this purpose, we used the following search criteria in Scopus: TITLE-ABS-KEY
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((“data fusion” OR “information fusion”) AND (“information quality” OR “quality of
information”)) TITLE-ABS-KEY ((“information quality” OR “quality of information”)
AND (“methodology” OR “model”)) After fully and independently reading the retrieved
papers, we set apart those that included data fusion and information fusion models and
information quality methodologies or models and then selected those that discussed
both data fusion and IQ.

3. Data Fusion

Currently, data fusion is considered a field of computer science. It is widely used in
different processes for a wide range of applications due to its capability to improve infor-
mation quality. Depending on their architecture as well as on the location and distribution
of their design, type of network, and data, among other aspects [38], data fusion systems
can be classified as centralized, decentralized, distributed, hierarchical, and hybrid [54].
In the literature, other architectures have also been reported to enhance the performance of
data fusion models, as shown in [55].

In this field, multiple models and architectures have been developed to build, in an
efficient and structured manner, data fusion systems based on data types and users’ re-
quirements [56]. Their purpose is to reduce data uncertainty to improve the data quality
and overcome their faults. Data fusion models locate data and processes at different lev-
els. However, they have become very complex due to the diversity of data, processes,
and applications [30].

3.1. Data Fusion Classification

Data fusion can be classified according to abstraction levels, relationships among
the data sources, and input–output relations. This classification basically refers to the
relationship between data types and processing levels and is described as follows:

(1) Classification based on abstraction levels: In [57], four abstraction levels were
proposed. (i) Signal-level fusion: it directs the signals that are acquired from sensors and is
employed as a data fusion intermediate stage. (ii) Pixel-level fusion: it is used to improve
image processing tasks. (iii) Feature-level fusion: it generates features from signals and
images. (iv) Symbol-level fusion: it is also known as the “decision level” and uses symbols
that represent decisions. This classification, however, has different limitations, such as the
sequence of the levels, referring to signals and images. In [22], a similar but more general
classification was introduced based on four levels as follows. (i) Low-level fusion: raw
data are fused to obtain data that are more accurate compared to the results obtained with
individual sources. (ii) Medium-level fusion or feature-level fusion: features are combined
to obtain a map of features to be used in other tasks. (iii) High-level fusion or decision-level
fusion: decisions are fused to get a more global or more reliable decision. (iv) Multilevel
fusion: some raw data, features, and/or decisions are combined to obtain an output in a
particular level.

(2) Classification based on the relationship among the data sources: It consists of three
levels. (i) Complementary: two or more data inputs from different parts of the same target
are fused to obtain more global and complete information. (ii) Redundant: the same data
obtained from different sources are combined to improve data quality. (iii) Cooperative:
different data from independent sources are fused to obtain new data or more complex
information [58,59].

(3) Classification based on input–output relations: It relates different data types
between the input and the output into the fusion systems. These relations are limited by
the level of the data, where that of the output must be higher than that of the input. This
classification includes six abstraction levels. (i) Data In–Data Out (DAI–DAO): it uses raw
data and provides more reliable and/or accurate data. (ii) Data In–Feature Out (DAI–FEO):
it can be considered a level where features are extracted from raw data. (iii) Feature In–
Feature Out (FEI–FEO): it improves the features and/or extracts new ones. (iv) Feature
In–Decision Out (FEI–DEO): it employs features to generate symbolic representations or
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decisions. (v) Decision In–Decision Out (DEI–DEO): it fuses multiple decisions to obtain
more reliable decisions. (vi) Temporal (data/feature/decision) fusion: it integrates different
data in various periods and is applied in any level as tracking [55].

3.2. Data Fusion Models

Figure 1 shows the taxonomy of the data fusion models that are currently reported
in the literature and used as a reference to build data fusion systems. Such models are
classified into three main groups, as follows:

(1) Data-based model, which describes the data on fusion processes and models.
In this group, the following fifteen models are included: Joint Directors of Laboratories
(JDL), Unified data fusion (λjdl) model [60], JDL-user model [60], Visual Data Fusion
Model (VDFM) [61], Dasarathy’s or Data–Feature–Decision (DFD) model [55], Data–
Information–Knowledge–Wisdom (DIKW) hierarchy [62,63], Distributed Blackboard
Data Fusion Architecture (DBDFA) [64], Situation Awareness (SAWAR) [62,65], behavioral
knowledge-based data fusion model (also known as Pau’s model—PAU) [66], Waterfall
(WF) [56,67–69], Multisensor Integration Fusion Model (MSIFM) [59], Rasmussen’s In-
formation Processing Hierarchy (RIPH) [62,63,70], Thomopoulos (Thomo) [54,67,68,71],
Transformation of Requirements to Information Processing (TRIP) [60], and Data Fusion
Architecture based on Unified Modeling Language (DFA-UML) [72].

(2) Activity-based model, which details the activities conducted by data fusion systems.
In this group, the following six models are included: Observe–Orient–Decide–Act (OODA)
loop [22], Extended OODA (E-OODA) loop [60], Dynamic OODA (D-OODA) loop [60],
Omnibus (OmniB) [69], and Intelligence Cycle (I-Cycle) [30,73].

(3) Role-based model, which defines and explains the relationship among fusion
roles. In this group, the following three models are included: Oriented To Object (OTO)
model [30], the Object-Centered Information Fusion Model (OCIFM) [60], and the Frankel–
Bedworth (FBedw) model [22]. It should be noted that there are other models, such as the
Nassar’s model [74] and the Mitchell’s model [54], that although not discussed in this work
are also used as references in specific applications.

Figure 1. Taxonomy of data fusion models clustered into three categories: data, activity, and role.
The situation awareness model encompasses various models, and even though it was included in the
data cluster, it can belong to a specific group depending on the model.

Figure 2 illustrates the use of the data fusion models presented above in Figure 1 from
1975 to 2021 based on the number of Scopus publications on each model. According to such
figure, the most employed one is the JDL model, which has been widely reported in Scopus
publications, secondary sources, and patents since 1993. We included the “awareness
models” as a single group and found several studies on them. However, it should be noted
that these results correspond to papers in which any type of situation awareness model
was implemented. The most popular situation awareness model is the Endsley’s model
although it was not broadly found in Scopus publications. In addition, some data fusion
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models incorporate situation awareness in their different stages, such as the JDL model,
which applies situation refinement or assessment at level 2. Therefore, the extensive use of
the JDL model over time is evident. In [75], a situation awareness model was proposed
based on the JDL and Endsley’s models, which captured the different aspects of both.

Figure 2. Number of Scopus publications for each data fusion model per year from 1975 to 2021. The
x-axis corresponds to the time window from the appearance of the first data fusion model according
to the here-made up-to-date search in Scopus. For each year on the x-axis, the number of citations for
each model is shown on the y-axis making distinction with different colors. The first appearance of
each model in this graphic is limited to the search in Scopus and does not correspond to the year of
publication of the data fusion model. Some models were published earlier than their appearance in
Scopus and may also be available in other databases.

In this study, we describe the JDL model in detail in order to use it as a reference
to compare the data fusion models shown in the taxonomy in Figure 1. It is the most
popular functional model even though its functionality may be considered confusing
when applied in nonmilitary fields. This model, proposed in [68], originally included four
processing levels, which were then adjusted to six [38]. These six levels are presented in
Figure 3 and were further discussed in [76]. The JDL model has been widely employed
to map applications of different areas such as bioinformatics [77], cyber defense [78],
infrastructure [79], and automotive safety [80].

Each of its levels is described below. (i) Level 0—source preprocessing: it establishes
the time, type, and identity of the collected data. (ii) Level 1—object refinement (assess-
ment): it performs an iterative data fusion process to track and identify targets and/or
their attributes. Therefore, it carries out spatiotemporal alignment, association, correlation,
tracking, estimation, clustering, and imperfect data removal, among other tasks, on the
data. (iii) Level 2—situation refinement (assessment): it establishes relationships between
entities to generate an abstract interpretation based on inferences on a specific context.
This helps to understand the status of the perceived elements in a situation. (iv) Level
3—threat refinement (assessment): it uses the relationships detected in level 2 to predict
and assess possible threats, vulnerabilities, and opportunities in order to plan responses;
it focuses on comprehending how the situation will evolve in the near future. (v) Level
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4—process refinement: it manages, tunes, and adjusts the sources. This stage interacts
with each level of the system. (vi) Level 5—user refinement: it describes the human in
the refinement process and knowledge representation. Finally, the JDL model applies a
database management stage that controls the data in the fusion processes.

Figure 3. Joint Directors of Laboratories (JDL) model.

As mentioned above, we selected the JDL model to establish a correspondence between
the different data fusion models. This selection was driven by the fact that this model has
been widely used by the information and data fusion community. Additionally, it is very
general, which helps to cover the major stages included in the other models. The diversity
of data fusion models makes it difficult to choose one for specific applications and data.
Table 1 shows the correspondence between the various data fusion models and the JDL
model. It is worth mentioning that Table 2 does not hold a comparison among models
but only a guide to identify the levels or functional layers of the fusion models. Columns
3–8 correspond to functionalities of levels 0, 1, 2, 3, 4, and 5 of the JDL model, while
column 9 corresponds to functionalities that have no similarity with respect to the JDL
levels. The procedure to assign each layer, level, or fusion model is depicted with the
following example that is based on the SAWAR model: the architecture of the SAWAR
model has five main functionalities. The first one corresponds to the perception of elements
of a situation. This functionality is closely related to feature extraction, identifications,
and tracking; therefore, it is assigned to column 4 (level 1). The second level of the SAWAR
model is awareness of the current situation, which is highly related to the functionality of
level 2 of the JDL model. The third level is projection, which is very similar to level 3 of
the JDL model. The fourth function of the SAWAR model is action taking, which is not
very similar by design to level 4 of the JDL model but also gives feedback to the models.
making them similar. Finally, the decision level of the SAWAR model cannot be related to
any level of the JDL model so it is assigned to column 9.

Table 2 presents the advantages and disadvantages of the aforementioned data fusion
models reported by some authors. It is clear that there are many models of this kind.
However, some of them may be suitable only for some applications due to their limitations
while some others are very complex to understand to apply them in different fields, such
as the JDL model. Moreover, some of these models (e.g., situation awareness) focus on
high-level fusion, leaving the door open to raw data processing.

3.3. Data Fusion Techniques

After selecting or designing the architecture of the data fusion system, the data type
must be determined considering uncertainty in order to choose the appropriate data
fusion technique such as probabilistic, soft-computing, and optimization algorithms. These
techniques are used in several stages of the JDL model (e.g., characterization, estimation,
aggregation, and classification, among others) depending on the intended application.
Additionally, the advantages and disadvantages of obtaining a high system performance
must be taken into account. A set of methodologies to classify the algorithms used in data
fusion and associated with IQ criteria are extensively discussed in [24].
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Table 1. Correspondence between data fusion models.

Model Description Level 0 Level 1 Level 2 Level 3 Level 4 Level 5 N/A JDL

JDL/λJDL/User JDL [60]
This is the most popular functional model.
It is used in nonmilitary applications.
The User JDL model corresponds to level 5.

Level 0 Level 1 Level 2 Level 3 Level 4 Level 5 -

VDFM [61]
It is derived from the JDL model and
focuses on fusing human
information inputs.

Data fusion
processes

Data fusion processes/
Visual fusion Concept of interest Context of

concept Control/Human Human -

DFD [55] This functional model describes the
abstraction of data.

DAI-DAO,
DAI-FEO, FEI-FEO FEI-DEO, DEI-DEO N/A N/A N/A N/A -

DIKW [62,63] This model is represented by a four-level
knowledge pyramid. N/A Data Informa- tion Knowl- edge N/A N/A Wisdom

DBDFA [64] It is focus on confidence to merge sensors N/A data fusion N/A N/A N/A N/A -

SAWAR [62,65] It focuses on data fusion from a human
perspective and considering the context.

State of
environment

Perception of elements
in current situation

Awareness of current
situation

Projection of
future states

Perfor- mance of
actions - Decision

PAU [66] It is based on behavioural knowledge Sensing
FE, association, DF,
Analysis and
aggregation

Represen- tation N/A N/A N/A -

WF [56,67–69] This model includes three levels, each with
two processes.

Sensing and signal
processing.

FE and pattern
processing.

Situation assessment
and decision making N/A Controls N/A -

MSIFM [59]

It applies two processes: the multi-sensor
integration and the fusion which is
addressed in hierarchical fusion
(HF) centers.

Sensors HF N/A N/A N/A N/A -

RIPH [62,63,70]
In this model, the inputs correspond to
perceptions (stimulus processing); and the
outputs, to actions (motor processing).

N/A Skill based processing
behavior Rule based processing

knowledge
based
processing

N/A N/A -

Thomo- poulos [68,71] It consists of three modules that fuse data. N/A Signal-level fusion. Evidence-level fusion.
Dynamics-
level
fusion.

N/A N/A -

TRIP [60]

This model consists of six levels.
In addition, its data processing is
hierarchical and bidirectional to meet
human information requirements.

Collection
evaluation and
Collection stage

Object state and
information stage situation stage Objective

stage N/A N/A -

DFA-UML [72]
It is based on three functional levels
expressed using UML language and it is
oriented to data and features.

Data oriented Task oriented
(variable)

Mixture of data and
variable Decide N/A N/A -
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Table 1. Cont.

Model Description Level 0 Level 1 Level 2 Level 3 Level 4 Level 5 N/A JDL

OODA Loop [22]/
E-OODA/D-OODA [60]

It is represented using a four-step feedback
system. The E-OODA model proposes a
decomposition of each level to give more
details. The D-OODA model provides some
details to decompose each stage.

Observe Observe Orient Decide Decide Act. -

OmniB [69] It attempts to combine the JDL and
I-cycle models.

Observe: sensing
and signal
processing

Orient: feature
extraction and Pattern
recognition

Decide: context
processing/decision
making

Decision
fusion N/A Act -

I-cycle [30,73]
It follows four sequential stages for
information fusion in order to disseminate
information demanded by users.

Planning and
direction. Collection Collation

Evaluation
and dissemi-
nation

N/A N/A -

OTO [30] It has four sequential stages. Actor Perceiver Director Manager N/A N/A -

OCIFM [60]

This model covers the characteristics of the
JDL and OmniB models and considers
psychological aspects. It is a guide to design
IF systems.

Stimuli Detection and
standardization

Behavior/Pragmatic
Analysis

Pragmatic
analysis

Global goal
setting

Global goal
setting

Psycho
considera-
tions

FBedw [22]

It is considered to be an adaptive control
system that includes six main stages (sense,
perceive, direct, manage, effect and control)
applied to local and global processes.

Sense Perceive Manage Effect Direct N/A Control

Table 2. Advantages and disadvantages of data fusion models.

Model Advantages Disadvantages/Limitations/Gaps

JDL/λJDL/User JDL [60] It is a common and general functional model. It is difficult to set data and applications in a specific level of this model [81] and to reuse it.
Also, it is not based on a human perspective.

VDFM [61] It is complementary to the JDL model and focuses on human interaction. It is only oriented towards high-level fusion and follows a sequence in some processes.

DFD [55]

It describes the input and output of data and combines them at any level. However,
the level of the output must be higher than or equal to that of the input. In addition, it is
considered to be a well-structured model that serves to characterize sensor-oriented data
fusion processes.

It loses its fusion power as the processes advance into each level. Additionally, noise
spreads at each level. Besides being sensor-oriented, this model is completely hierarchical.

DIKW [62,63] It is similar to the JDL model. It is hierarchical.

DBDFA [64] It is a very simple model It is only oriented towards low-level fusion and limited to numerical data obtained
from sensors.
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Table 2. Cont.

Model Advantages Disadvantages/Limitations/Gaps

SAWAR [62,65]. It expands the level 3 of the JDL model. Situation awareness within a volume of time
and space. It is only oriented towards high-level fusion and follows a sequence in some processes.

PAU [66] It is a general model that is easily interpreted and easy to use. Include low data fusion
stages and situation assessment. It has not feedback to improve the data processing chain.

WF [56,67–69] It lacks feedback among levels. It lacks feedback among levels.

MSIFM [59] It is a very simple model that consider the task to integrate the sensors. It is limited to sensor fusion.

RIPH [62,63,70] It handles three levels of processing skills and cognitive rules, where there are no
regulations and routines to deal with situation levels. The Generic Error Modeling System
is an improved version of this model [24,82].

It does not include a clear definition of each stage and a management technique for the top
layer.

Thomopoulos [68,71] It is a very simple model. It does not generally include a Human–Computer Interaction (HCI) stage and can be
developed in several ways.

TRIP [60] It is a general model that is easily interpreted and easy to use. Moreover, it analyzes the
human loop. It may present limitations due to hierarchy matters.

DFA- UML [72]
It can be configured based on the measuring environment. The availability of data sources
gradually degrades from the point of view of the environment and resources change.
Moreover, this model has been tested in different domains.

It is only oriented towards high-level fusion and follows a sequence in some processes.

OODA [22]/E-OODA/
D-OODA [60]

It can clearly separate the system’s tasks and provide feedback. In addition, it offers a clear
view of the system’s tasks.

It does not show the effect of the action stage on the other stages. Additionally, it is not
structured in such a way that it can separately identify tasks in the sensor fusion system.

OmniB [69] It shows the processing stages in closed loop and includes a control stage (Act). It is difficult define the treatment of the data for each level.

I-cycle [30,73] It is a general model. It does not divide the system’s tasks. Moreover, it is considered an incomplete data fusion
model because it lacks some required specific aspects.

OTO [30] It details the different system’s roles. It does not divide the system’s tasks.

OCIFM [60] It is based on a human perspective and can be a good guide to design dynamic data fusion
systems, as it combines the best of the JDL and OmniB models. It can be a complex model, which may lead to confusion in terms of its application.

FBedw [22] It features a coupling between the local and global processes, considering the objectives and
standards that should be achieved. It lacks formality.
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Figure 4 presents a taxonomy of such methodologies. Moreover, their benefits and
limitations are emphasized, which should be considered in the engineering process to
design and implement data fusion systems.

Figure 4. Taxonomy of the methodologies of information quality-based data fusion techniques.

Out of all of the algorithms used by the methodologies associated with data fusion,
we must highlight the optimization algorithm. It uses cost functions in order to minimize
or maximize one or multiple parameters, including (i) uncertainty, which is used in the
Kalman’s filter [83], and (ii) co-entropy, which is employed, along with the Gaussian kernel,
in the Hidden Markov Model (HMM). It has the advantage of rejecting outliers but loses
analytical solution [83]. Other techniques (such as Particle Swarm Optimization—PSO)
have been widely implemented to optimize different parameters. PSO is considered a
superior algorithm in [84], which optimizes the adjustment and the error probability in
the data fusion process. This algorithm has a reduced computational cost and optimizes
selected sets of solutions to data fusion based on the likelihood method. This method
exhibits high complexity in correlating the data due to the loss of certainty and false alarms.

The literature reports a lot of methods to carry out the fusion at different levels of the
process. In [37], specialized techniques and algorithms are related to the specific tasks to
be performed, as follows: (i) association: Nearest Neighbors, K-Means, Probabilistic data
association, Joint Probabilistic Data Association (JPDA), Multiple Hypothesis Test (MHT),
Distributed MHT, and Graphical Models; (ii) state estimation: Maximum likelihood and
Maximum Posterior, Kalman Filter (KF), Particle Filter, distributed KF, and Covariance
Consistency Methods; and (iii) decision fusion: Bayesian Methods, Dempster–Shafer
inference, abductive reasoning, and semantic methods. These techniques are used mainly
in tracking processes. For its part, in the field of biometric fusion, the Dasarathy model
is a remarkable baseline, and according to [26], the techniques applied at each level can
be grouped as follows: (i) sensor level: machine learning, Principal Component Analysis
(PCA), and PSO, among others; (ii) feature level: PCA, Linear Discriminant Analysis (LDA),
Genetic Algorithm, and feature concatenation, among others; and (iii) score level: Bayesian
approach, Sum rule, Random Forest, and Copula models, among others. According to the
specific application of interest, a wide variety of algorithms based mostly on computational
intelligence and statistical techniques are applied in data fusion. For instance, in [23], data
fusion is applied to retrieval information from the web and the fusion process itself is
focused on score level strategies, such as vote counting.

4. Information Quality

Information Quality (IQ) is a multidisciplinary field [85] that seeks to achieve high
quality in making decisions and taking actions [86]. These decisions and actions have been
recently applied to improve the data acquisition process and, thus, to enhance the IQ of
training databases employed in machine learning (further discussed in [87]) and to develop
models such as text mining [88,89]. Many authors have reported different IQ definitions for
data and information, which are extensively addressed in [5,86]. Some of these definitions
include “fitness for use” [90]; “quality is the degree to which information is meeting user
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needs according to external, subjective user perceptions” [91]; “meeting or exceeding
customer expectations” or “satisfying the needs and preferences of its users” [92]; “quality
is the degree to which information has content, form, and time characteristics, which give
it value to specific end users” [93]; and “how well the information supports the task” [5].
As can be noted, all of them are “user-centric”, and users can be humans or automated
systems [45]. An IQ problem can be defined as the lack of IQ required by users. There are
several sources of IQ problems (IQ variance) such as changes in the underlying dynamics
of the phenomenon or in its context from the moment information is acquired [86]. Context
information in data fusion is further discussed in [4].

The effectiveness of multi-source information systems highly depends on the IQ
obtained and processed. Several studies have addressed the multidimensional problem of
IQ assessment in information systems by developing frameworks, methodologies, criteria
or dimensions, and metrics for general and specific applications. Recently, a method that
not only assesses IQ but also detects risky tasks to improve them and, thus, to increase IQ
was proposed [94]. In the field of data fusion systems, there are few studies that integrate
the IQ criteria as part of general data fusion frameworks, general-purpose functional
models, or methodologies [42,45,47,48] even though enhancing it is one of the main goals
of data fusion models. It should be noted that a good IQ at the input does not necessarily
guarantee a high IQ at the output. Therefore, IQ should be evaluated as part of the
refinement process in data fusion systems [45]. According to [45], the information context
and its quality are essential to improving the information fusion process. In addition,
the authors of such a study consider that, in order to monitor and control IQ, the following
issues must be considered: (i) ontology of IQ criteria, (ii) how to achieve a unified quality
metric based on IQ criteria, (iii) how to compensate a low IQ and evaluate usability and the
quality of IQ, (iv) how to identify the effect of subjectivity on IQ and dependencies on the
context, (v) how to assess quality through the capability to adapt to system changes, (vi)
how to adequately select quality criteria, and (vii) how to trace IQ assessment throughout
the process stages. These issues, which are addressed in [5], are open research challenges.

4.1. Information Quality Criteria

IQ is characterized by different criteria described in [85] as “any component of the IQ
concept”. However, we defined them as quality attributes that are measured by means of
specific metrics depending on the intended application. Consequently, such criteria must
be studied in concert with multiple metrics using the information of the context, the time,
and the adaptation assessment, which are necessary for an adequate evaluation [8]. IQ
is a multidimensional variable for which the criteria and measures are not necessarily
independent among them. Therefore, it may be appropriate to examine the dependence
between criteria and metrics to avoid conflicts among variables and adverse effects on
IQ assessment.

IQ has been analyzed from different perspectives and represented by multiple criteria,
which are found in state-of-the-art literature. Some authors [45,86,91,95–98] have proposed
various categories for grouping IQ criteria, which are presented in Figure 5. Figure 6
illustrates a correlation analysis between IQ criteria, which indicates that some of them
provide similar assessments. Each color corresponds to a group of IQ criteria that have
similar definitions or have dependencies, for example, accessibility depends on data
availability and volatility. Such an analysis was performed based on the definitions
reported in Table 3, which were adapted from different publications, mainly [86,91,99,100].
Nevertheless, although the definition of each quality criterion may change depending on
the context, we tried to generalize them. Taking as a reference the ISO/IEC 25012 standard,
four criteria were not included in Table 3 because they may have the same meaning as
other concepts; hence, credibility is included into the concept of believability, currentness
into timeliness, understandability into interpretability, and availability into accessibility.
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Figure 5. Information quality criteria categories proposed by different authors from 1996 to
2016 [45,86,91,95–98]. Each category includes various criteria.

Figure 6. Correlation between information quality criteria.
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Table 3. Definitions of information quality criteria.

Criteria Definition

Accuracy It indicates the distance from a reference or ground truth.

Precision It refers to “The degree to which data has attributes that are exact or that provide discrimination in a specific context of
use” [101].

Compliance It corresponds to the extent to which data are adhered to standards, conventions, or regulations [101].

Confidentiality It denotes the level of security of data to be accessed and interpreted only by authorized users [101].

Portability It concerns “The degree to which data has attributes that enable it to be installed, replaced or moved from one system to
another preserving the existing quality in a specficic context of use” [101].

Recoverability It refers to “The degree to which data has attributes that enable it to maintain and preserve a specified level of operations
and quality, even in the event of failure, in a specific context of use” [101].

Believability It assesses the reliability of the information object which is linked to its truthfulness and credibility.

Objectivity It evaluates the bias, prejudice, and impartiality of the information object.

Reputation It corresponds to an assessment given by users to the information and its source, based on different properties suitable for
the task.

Value-Added It denotes the extent to which information is suitable and advantageous for the task.

Efficiency It assesses the capability of data to quickly provide useful information for the task.

Relevancy It concerns the importance and utility of the information for the task.

Timeliness It is also known as currency and is defined as the age of the information or the degree to which it is up-to-date to execute the
task required by the application.

Completeness It evaluates the absence of information and depends on the precision of value and inclusion of its granularity..

Data amount It refers to the data volume suitable for the task.

Interpretability It defines the level of clear presentation of the information object to fulfill structures of language and symbols specifically
required by users or applications.

Consistency It establishes the level of logical and consistent relationships between multiple attributes, values, and elements of an
information object to form coherent concepts and meanings, without contradiction, concerning an information object.

Conciseness It determines the level of compactness (abbreviated and complete) of the information.

Manipulability It defines the ease of adaptability of the information object to be aggregated or combined.

Accessibility It refers to the capability to access or not available information. It can be measured based on how fast and easy information
is obtained.

Security It corresponds to the level of protection of the information object against damage or fraudulent access.

Actionable It indicates whether data are ready for use.

Traceability It establishes the degree to which the information object is traced to the source.

Verifiability It concerns the level of opportunity to test the correctness of the information object within the context of a particular activity.

Cohesiveness It denotes the level of concentration of the information with respect to a theme.

Complexity It determines the relationship between the connectivity and diversity of an information object.

Redundancy It refers to the repetition of attributes obtained from different sources or processes in a specific context, which serves to
define an information object.

Naturalness It corresponds to the extent to which the attributes of the information object approximate to its context.

Volatility It denotes the amount of time during which the information is valid and available for a specific task.

Authority It refers to the level of reputation of the information within the context of a community or culture.

In [91], 16 IQ criteria were proposed and grouped into the following four categories,
as presented in Table 4: (i) intrinsic, corresponding to the data’s own attributes; (ii) con-
textual, denoting the quality defined in the context of the data applied to a task; (iii)
representational, referring to the data quality presentation; and (iv) accessibility, concern-
ing the security and accessibility of the data. In [98], 22 IQ criteria were introduced and
classified into the following four categories, as shown in Table 5: (i) content, corresponding
to the intrinsic attributes of the data; (ii) technical, denoting the attributes established by
the source’s software and hardware; (iii) intellectual, referring to the subjective attributes
of the data; and (iv) instantiation, concerning criteria related to the presentation of the data.
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In [86], a set of criteria were proposed and divided into three groups as follows: (i) in-
trinsic IQ, including eight criteria and measuring the attributes of information in relation
to a reference standard in a given culture; (ii) relational or contextual IQ, encompassing
twelve criteria and assessing the attributes that relate information to its context; and (iii)
reputational IQ, consisting of only one criterion and evaluates the position of an informa-
tion in a cultural or activity structure. As can be seen in Table 6, some criteria are included
in two groups or categories, which are differentiated by the measurements applied to
them [86].

Considering these categories, some relationships can be unveiled, but others are not
clear. For instance, we may observe a relationship between the intellectual, contextual,
and relational categories; between the intrinsic and content categories; between the rep-
resentational and instantiation categories; and between the technical and accessibility
categories. However, the other categories are difficult to correlate.

The selection of IQ criteria depends on the application, and therefore, several interna-
tional organizations have established their own set of IQ criteria. For instance, the World
Health Organization (WHO) formulated the so-called Health Metrics Network Framework
in 2006, which is based on the Data Quality Assessment Framework. Some of these IQ
criteria are relevant to the health care sector such as timeliness, periodicity, representative-
ness, and confidentiality. Treatments and diagnosis depend a lot on the time availability of
the measures applied to the patients and the confidentiality thereof. In the environmental
sector, the US Environmental Protection Agency applies five IQ criteria as follows: preci-
sion, accuracy, representativeness, completeness, and comparability. Such IQ criteria are
very relevant to quantitative measures obtained from multiple sensors and forecasting
systems. Representativeness helps to improve the process of presentation to the end user.
Organizations that apply surveys (such as Eurostat) use accuracy, timeliness, accessibility,
clarity, comparability, and coherence. Indeed, for survey settings, accessibility can be a
critical matter as the nature of the process of applying surveys must be properly consid-
ered. For its part, the economic field has sensitive information; therefore, International
Monetary Fund and the Organization for Economic Cooperation and Development uses
seven IQ criteria, as follows: relevance, accuracy, timeliness, accessibility, interpretability,
coherence, and credibility, which allows for carrying out complex decision-making more
properly [102]. All of these aforementioned are examples of the recognized applications
of IQ criteria. Notwithstanding, more specific applications may use other criteria not
mentioned here. For data fusion, the most used criteria are focused on Intrinsic IQ criteria.
At this point, it is worth noting that, despite the fact that multiple applications and studies
have used different IQ metrics, most of them have no IQ criterion explicitly associated.

Table 4. Quality criteria proposed by Wang and Strong [91].

Intrinsic Contextual Representational Accessibility

Accuracy Value-added Interpretability Access Security
Believability Relevancy Ease understanding
Objectivity Timeliness Representational consistency
Reputation Completeness Representational conciseness

Data Amount Manipulability

Table 5. Quality criteria for web information systems introduced in [98].

Content Technical Intellectual Instantiation

Accuracy Availability Believability Data amount
Completeness Latency Objectivity Representational Conciseness
Customer support Price Reputation Representational Consistency
Documentation Quality of Service (QoS) Understandbility
Interpretability Response Verifiability
Relevancy Security
Value-added Timeliness
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Table 6. Information quality criteria presented in [86].

Intrinsic
Accuracy/Validity, cohesiveness, complexity,
semantic consistency, structural consistency,
informativeness/redundancy, naturalness,
precision/completeness.

Relational/contextual
Accuracy, accessibility, complexity, naturalness,
informativeness/redundancy, relevance(aboutness),
precision/completeness, security,
semantic consistency, structural consistency,
verifiability, volatility.

Reputational Authority

4.2. Information Quality Assessment Frameworks and Methodologies

Developing an IQ assessment for data fusion systems is a new and very complex
task. Despite the work conducted in this field, there are not currently uniform metrics
and comprehensive evaluation methods for information fusion systems. In addition, there
are limited studies that evaluate such systems. The ISO/IEC 25012 standard [101] and
several studies into IQ have helped to develop frameworks (defined as “multidimensional
structure consisting of general concepts, relations, classifications, and methodologies that
could serve as a resource and guide for developing context-specific IQ measurement
models” [86]) and methodologies to assess quality in different fields. However, the authors
of [103] affirm that there are no patterns to establish dimensions and functions for IQ.
Based on the comment made by Stvilia et al. in [86] regarding the limited functionality
of IQ frameworks, “most of these frameworks (...) cannot produce robust and systematic
models” and “little work had been done to identify and describe the roots of IQ problems”.
In this regard, according to our review, we believe that there is not a framework that allows
us to contradict their statement.

Remarkably, IQ assessment methodologies are very limited in the field of data fusion.
Both IQ assessment methodologies and frameworks have been reported in the literature
since 1998. Nevertheless, most evaluations are applied considering information systems
as black boxes, which makes it very complex to explain quality to users. Additionally,
the main proposed frameworks and methodologies have focused on introducing quality
criteria, which is considered insufficient in [5] to assess IQ.

Table 7 shows a set of IQ assessment methodologies and frameworks reported in
the literature. Some of them were developed for general applications, and some others
were developed for specific applications but without restricting their employment in
different fields. To determine the extent to which these methodologies have been used,
the number of citations (NC) to each methodology or framework is provided. In addition,
such citations are grouped in three periods: 1992–2000 (P1), 2001–2010 (P2), and 2011–2021
(P3). According to our review, over 20 IQ assessment methodologies have been introduced
since 1992. The NC to some methodologies could not be quantified because they did
not appear in publications in Scopus or the ACM Digital Library. Furthermore, some
frameworks or methodologies were not included for different reasons such as because they
were not found in our search or because we considered them to be very similar to others.
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Table 7. Information quality assessment methodologies. NC: Number of citations, P: period (years), NC-P1: 1992–2000 ,
NC-P2: 2001–2010 , NC-P3: 2011–2021. –: Number of citations not determined. Year: correspond to date of the reference.

Methodology/Framework Application NC-P1 NC-P2 NC-P3 Year

Total Data Quality Management (TDQM) [104] Marketing—data consumers 12 225 341 1998

Data Warehouse Quality (DWQ) methodology [105] Data warehousing 3 15 21 1998

Total Information Quality Management (TIQM) [106] Data warehouse and business 1 43 23 1999

A Methodology for Information Quality Assessment
(AIMQ) [107] Benchmarking in organizations 0 267 673 2002

Information Quality Assessment for Web Information
Systems (IQAWIS) [98] Web information systems 0 21 65 2002

Data Quality Assessment (DQA) [108] Organizational field 0 273 468 2002

Information Quality Measurement (IQM) [109] Web context 0 39 93 2002

Goal Question Metric (GQM) methodology [110] Adaptable to different
environments 0 0 29 2002

ISTAT methodology [111] IQ of Cesus 0 0 0 2003

Activity-based Measuring and Evaluating of Product
Information Quality (AMEQ) methodology [112] Manufacturing 0 6 7 2004

Loshin’s methodology or Cost-effect Of Low Data Quality
(COLDQ) [113,114] Cost–benefit of IQ – – – 2004

Data Quality in Cooperative Information Systems
(DaQuinCIS) [115] Cooperative information systems 0 51 34 2004

Methodology for the Quality Assessment of Financial Data
(QAFD) [116] Finance applications – – – 2004

Canadian Institute for Health Information (CIHI)
methodology [117] IQ of Health information – – – 2005

Hybrid Information Quality Management (HIQM) [118] General purpose for detecting and
correcting errors 0 3 9 2006

Comprehensive Methodology for Data Quality
Management (CDQ) [119] General purpose – – – 2007

Information Quality Assessment Framework (IQAF) [86] General purpose 0 33 234 2007

IQ assessment framework for e-learning systems [120] E-learning systems 0 1 42 2010

Heterogenous Data Quality Methodology (HDQM) [121] General purpose 0 0 38 2011

Quality evaluation framework [122] Business processes 0 0 34 2014

Analytic hierarchy process (AHP) QoI [123] Mobile Ad-hoc Networks—wireless
sensor networks 0 0 6 2015

Methodology to evaluate important dimensions of
information quality in systems [5] General purpose 0 0 14 2015

A framework for automatic information quality
ranking [124] Health—diabetes websites 0 0 3 2015

Open data quality measurement framework [125] Government data 0 0 119 2016

Evaluation criteria for IQ Research [126] Models, frameworks,
and methodologies 0 0 0 2016

Pragmatic Task-Based Method to Data Quality Assessment
and Improvement (TBDQ) [94] IQ assessment and improvement 0 0 4 2016

Information Quality Assessment Methodology in the
Context of Emergency Situational Awareness (IQESA) [103]

Context of emergency situational
awareness 0 0 7 2017

Framework for information quality assessment of
presentation slides [127]

IQ Assessment of presentation
slides 0 0 1 2017

An approach to quality evaluation [128] Accounting information—linguistic
environment 0 0 26 2017

Methodology to quality evaluation [129] Weather Station Sensors 0 0 0 2021
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The most cited frameworks are Data Quality Assessment (DQA) [108], a Methodology
for Information Quality Assessment (AIMQ) [107], Total Information Quality Management
(TDQM) [104], and Information Quality Assessment Framework (IQAF) [86]. DQA is the
most cited one in P2 and P3. From a global analysis, we can observe that DQA is the
most commonly used methodology in the entire proposed period. TDQM [104], which is
oriented toward the organizational domain, only evaluates output information (analysis
of the system as a black box) using all quality criteria at the same time. Moreover, this
methodology includes four cycles as follows. (i) Define: criteria is established based on
the user’s context. (ii) Measure: an IQ assessment instrument is applied. (iii) Analyze: the
IQ measures are analyzed. (iv) Improve: some actions are performed on the systems to
enhance IQ. In [100], the Information Quality Assessment for Web Information Systems
(IQAWIS) framework evaluates the IQ of web systems based on the quality of an offered
service, by means of IQ criteria that are not independent. This is why not all criteria can
be employed at the same time. In [85], the Information Quality Assessment Framework
(IQAF) is presented. This framework is predictive, reusable, and systematic; in addition, it
analyzes changes in the quality of information to establish a generalized evaluation system
involving a great number of quality dimensions without focusing on a particular one. Most
of these methodologies center on criteria for specific applications with some variants.

Efforts have been made to develop methodologies that can evaluate the quality of
the information generated by data fusion systems. These methodologies are shown in
Table 8. The most cited one is that introduced by Blasch et al. in [47]. Their framework is
limited to proposed criteria, certain metrics, and unified measures but does not provide
much detail and description of the methodology. The model presented in the ISO 25012
standard [101] for IQ evaluation is focused on fifteen criteria grouped into three categories
as follows. (i) Inherent data quality: it refers to the extent to which the intrinsic quality
of data satisfies stated and implicit needs in a specific context. It includes the following
criteria: accuracy, completeness, consistency, credibility, and currentness. (ii) System-
dependent data quality: it refers to the extent to which the quality of data is reached
and preserved into the system in a specific context. It includes the following criteria:
availability, portability, and recoverability. (iii) Inherent and system-dependent data quality:
it comprises both groups and seven criteria: accessibility, compliance, confidentiality,
efficiency, precision, traceability, and understandability. Additionally, such model sets out
some recommendations such as to offer a justification when an IQ criterion is excluded and
to describe their categorizations.

Table 8. Information quality assessment methodologies for data fusion systems.

Methodology/Framework Application NC-P1 NC-P2 NC-P3 Year

Quality evaluation in Information
Fusion Systems (IFS) [47] Defense 0 0 92 2010

Information Quality Evaluation in
Fusion Systems (IQEFS) [42] General purpose 0 0 10 2013

Context-Based Information Quality
Conceptual Framework (CIQCF) [46]

Sequential decision
making 0 0 14 2013

Context-Based Information Quality
Conceptual Framework (CIQCF) [45]

Decision making in
crisis management
and human systems

0 0 8 2016

Low Data Fusion Framework
(LDFF) [48]

Brain computer
interface 0 0 4 2018

Intelligent quality-based
approach [130]

fusing multi-source
possibilistic
information

0 0 3 2020

Dynamic weight allocation
method [12]

multisource
information fusion 0 0 0 2021
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The context has been recently considered in IQ assessment. In [4], it is defined as a
meta-situation that contributes to the situation assessment of data fusion systems because
it provides important information. Therefore, recent studies have focused on analyzing the
context to include it into the data fusion process [131]. In [4], some methods to evaluate
context-based IQ are proposed due to the context’s variability to improve IQ in the data
fusion process and to provide end-users with a better assessment of the situation to better
orient them in decision making. In [132], context-based IQ is defined as “any inherent
information that describes context information and can be used to determine the worth of
information for a specific application”.

The context can be characterized following certain models such as the key–value
model [133]. Said model represents the context with values and attributes, where IQ can
be depicted using a couple of context variable values together with the IQ value. In the
ontology-based [134] and logic-based [135] models, which are discussed in [4], context is
considered to adjust the parameters of algorithms used for data fusion processing. In the
field of data fusion systems, one of the major challenges is to find and explain the relation-
ships between the data context, the fusion process, and the IQ of data fusion inputs, context
information, and data fusion outputs and processes. Other challenges include (i) establish-
ing context variables, (ii) eliminating input variables based on quality, (iii) incorporating
IQ into data fusion models, (iv) achieving decision-making using information based on
its IQ, and (v) delaying decisions until information with a higher IQ is obtained. Context
is analyzed in [4] by means of two paradigms: “context of” and “context for”. These two
paradigms serve to determine what the context of the situation under study is and how
useful it is to know that context. This helps to understand the relationship between context
and situation.

Among the methodologies of data fusion with IQ assessment, the three presented
in [5,45,47,136] are of special interest, as they included complete methodologies that in-
tegrate IQ assessment and a general data fusion model. In [47], a framework to assess
the quality in information fusion systems is introduced. Such a framework includes the
evaluation of the global quality based on the decomposition of the standard model of data
fusion as well as a quality evaluation in two local levels: data fusion and information
fusion. This model distinguishes data from information and knowledge and considers
data dynamic and able to change with the context dynamics. In [45], the authors proposed
a methodology integrating IQ assessment, data fusion, and context information. In [5],
a general methodology was presented that enabled the traceability of IQ into all data fusion
processing. These methodologies are discussed below.

4.2.1. Methodology Introduced by Todoran et al.

It proposes an IQ evaluation that considers two novel factors. The first one is the
granularity of the process (i.e., decomposition of the system/IFS into its elementary pro-
cessing modules) in order to apply the IQ evaluation and to, consequently, carry out an
IQ traceability. The second one is the discrimination between data and information in the
information system. Figure 7 summarizes this methodology, which consists of three main
stages: (i) defining the elementary modules of the information system and the IQ criteria;
(ii) building IQ transfer functions for each process (see Figure 8) based on input and output
data/information and IQ criteria and using analytical or nonanalytical functions generated
by means of machine learning; and (iii) assessing global IQ, which results in a propagation
of local IQ evaluations [5,42]. In our opinion, the greatest limitation of this methodology
lies in its ability to define the granularity of a data fusion process as well as to establish the
transfer functions and to update them for new input data for each module. This, in turn,
makes it difficult to standardize and compare data fusion systems and their performance.
The methodology was validated in two simulated environments; the first is an automatic
target recognition that uses data obtained from radar and infrared-electro-optical sensors
to identify the target as well as the friend or foe provided by the operators. The second is
the diagnostic coding support system. Both environments were used to demonstrate the
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functionality of the methodology. Nonetheless, no performance measures of this methodol-
ogy are identified in this work. This promising methodology should be tested in a larger
number of diverse, real, and simulated environments by taking into account objective
performance measures to validate its true usefulness and versatility.

Figure 7. Methodology introduced/proposed by Todoran et al.

Figure 8. Block diagram to describe the decomposition of the IFS into elementary modules and
the generation of IQ transfer functions for each module. This figure illustrates the decomposition
(serial, parallel, or both) of a data fusion system into its elementary modules. In addition, a quality
transfer function is obtained for each module by applying analytical or nonanalytical functions using
information quality measures and input and output data of each module.

4.2.2. Methodology Proposed by Rogova (2016)

This methodology proposes a set of quality criteria categories to address the IQ prob-
lem in data fusion systems based on human–machine interactions and provides some
orientations [45]. Figure 9 presents the elements taken into account by Rogova to evaluate
IQ within the framework of the JDL model. Figure 10 summarizes the proposed IQ assess-
ment, which introduces an ontology with the following three main components: IQ source
(classified as subjective and objective), IQ content, and IQ presentation. Each component
includes an array of well-defined IQ criteria. Furthermore, this IQ assessment considers
the quality evaluation of the IQ assessment, which is called “higher-level quality”. This
assessment can be performed using the same proposed IQ assessment. Finally, the author
highlights the relevance of the context in selecting the criteria and in assessing the quality
of the information context in order to obtain good results in decision making, IQ control,
and actions. Moreover, IQ presentation to users is regarded as a key factor for successful
decision making using data fusion systems. In spite of being an interesting methodology, it
still needs more validation in several environments.
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Figure 9. Components of information quality in the Joint Directors of Laboratories (JDL) model.

Figure 10. Summarized Information Quality (IQ) assessment of the methodology proposed in [45].
This assessment includes the relationships between three criteria groups and considers the effects
and evaluation of context. In addition, the results of the IQ assessment can be evaluated by IQ criteria
that can be taken from the same three groups.

4.2.3. Methodology Introduced by Blasch Based on Measures for High-Level Fusion

In [47], the assessment of a data fusion system is analyzed by comparing Low-Level
Fusion (LLF) and High-Level Fusion (HLF). Such an analysis is specially focused on the
latter because of its complexity, while the former has been widely studied and has standard
metrics of quality. The authors propose new measures to assess data fusion systems,
including effectiveness, effectiveness force, performance, IQ, and a measure of merit.
Additionally, they present some criteria and describe their use. However, we believe that
this proposal must be validated in a simulated and real environment in order to identify its
advantages and disadvantages.

Note that certain performance criteria are similar to the IQ criteria discussed above
(accuracy, repeatability, and consistency, among others). Moreover, some measures were
proposed for levels 2 and 3 of the JDL model (e.g., correctness in reasoning, quality of
decisions, advice, recommendations, intelligent behavior, resilience, and adaptability in rea-
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soning) were not reported in other works that were analyzed in this review. Additionally, it
should be noted that effectiveness is defined as a product of information gain, performance
quality, and robustness. The IQ assessment adopted by the authors is the same as that
in [91]. The work presented in [47] has shown significant gaps in differentiating IQ from
performance in data fusion systems, and its scope includes all information systems.

The next section, discusses performance in data fusion systems in order to contrast IQ
with performance measures in such systems.

4.3. Data Fusion System Performance

According to [7], performance is defined as “the degree to which an organization or a
work process achieves its goal”. In addition, performance measures must be multifaceted
and must consider the amount of resources used to reach the goal, i.e., to achieve high qual-
ity versus low cost and high performance. However, establishing a single comprehensive
performance measure is complicated because of the different dimensions managed across
the fusion process. Moreover, performance measures may also require adaptation to a
domain or situation in time, where specific requirements might not be validated in practice.
Therefore, evaluating the performance of information fusion systems in real environments
is presented by the author as a challenge, since the various metrics used in testing environ-
ments cannot be used in real situations, which is an example of false positives. While only
some false negatives can be detected without having their total value, false measures are
hard to determine for a noncontrolled population, and the systems may show delays in
feedback. In view of the above, the author proposes some challenging solutions in this area
such as objective measures (independent from reality), performance measures due to corre-
lations between objective assessment and subjective measures, comprehensive measures or
a set of metrics involving multiple aspects of behavior, and objective or goal-dependent
measures (parameter adjustment based on the domain/situation context of the learning
algorithm or user).

Table 9 summarizes the most frequently cited (number of citations (NC)) perfor-
mance metrics from the 52 publications that were analyzed in [7]. Since the most recent
one was a paper from 2009, we complemented the analysis with another 20 selected
studies [128,137–154] published between 2010 and 2019, as shown in Table 10. According
to this latter table, the tendency has not changed and data fusion performance evaluation
is still a challenge. This is because the adoption of quality metrics is established from
the perspective of researchers for their specific case studies that process different types of
data, making it difficult to efficiently determine the reliability of data fusion techniques.
Furthermore, the performance measures used in testing environments significantly differ
from those employed in real environments [8]. Hence, it is believed that the performance
evaluation of information fusion systems should be determined after the decision-making
process because there is high dependence on this.

Additionally, the reasons for poor performance should be provided when they are
due to bad performance measurements, inaccurate decision making, incorrect fusion,
or low quality of input data. In addition, feedback delays in performance measures
should be reported. Therefore, it is necessary to verify if the assessment suggestions on
testing environments are also useful in practical situations. Moreover, the use of objective
measures (which are independent from reality and different from human subjectivity)
must be validated. This becomes very complex when users must intervene and some
requirements must be fulfilled to select relevant information that is highly dependent on
the context as well as objective. Consequently, due to the dependence of some metrics, it
is very complicated to define performance indicators that are unified for various possible
situations and comprehensive. Comprehensive indicators may lead to a very abstract
measurement, and the performance of all of the dimensions may be difficult to describe
in detail.

Based on the above, it is difficult to discern between performance metrics and IQ
metrics because some IQ metrics are used to evaluate systems’ performance . Despite the
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classification and discussion provided in [47], the differences between them are not clear.
We may find some distinctions between both only in language-related aspects and not in
the core of their application, even more if they are assigned to data fusion systems such as
the JDL model.

Table 9. Low data fusion performance metrics—NC.

Metric NC Metric NC Metric NC

Receiver Operating
Characteristic
(ROC)/AUC
curve/Correctness/False
pos., false neg.

4 Signal to Noise ratio 2 Spatio-Temporal
info/Preservation 1

Accuracy 5 Fusion/Relative gain 2 Entropy 2

Response/Execution/Time 9 Credibility 1 Relevance 1

Detection rate/False
alarm/Detection
probability

7 Reliability 1
Distance/Position/
Performance/Probability
Error

10

Purity 1 Mutual information 1 Computation Cost 3

Confidence 1

Table 10. Low data fusion performance metrics 2010–2019.

Metric NC Metric NC Metric NC

Accuracy 8 Time complexity 1 Full resolution 1

delay/Communication
cost/Energy consumption

Standard
deviation/Attitude error Confidence

Computational complexity 1 Readiness 1
Correct detection
probabil-
ity/ROC

1

Mean Square Error (MSE) 4 F1 score 2 False alarm 2

Sensitivity, false positive, false
negative, scenario parameters
(length of redundant lines, length
of ignored lines, number of
ignored lines, number of concave
vertices, number of convex
vertices, number of disjoint
obstacles, length of walls)

1

Rate correctly detected.
Measure of association
and estimation: residual,
residual covariance,
Kalman gain updated
utility state, updated
utility uncertainty

1

Fusion break rate
Rate of fusion
tracks Track
recombination
rate

1

Intersection over Union (IoU) 1 Recall 3 Precision 6

5. Conclusions and Future Work

Data fusion is considered one of the most critical stages in information systems be-
cause of its ability to eliminate redundancy, to decrease uncertainty, and to increase the
accuracy and efficiency of data. In this study, different types of data fusion architectures
were analyzed, covering different factors as well as their advantages and disadvantages.
Then, the issue of Information Quality (IQ) assessment was reviewed based on the vari-
ous methodologies and frameworks that have been introduced for general and specific
information systems, including particular proposals for data fusion systems. Finally,
the performance of data fusion systems was discussed and contrasted with IQ.

According to the abovementioned, the complexity of data fusion systems is clearly
increasing rapidly due to the growing emergence of new types of data and information,
including information provided by humans and contextual information. This, in turn,
makes data processing more complex but, perhaps, more accurate in different applications.
Therefore, new techniques that handle new structures and data types should be developed
to obtain high-quality information from multiple sources.
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Regarding IQ and performance evaluation in information fusion systems, we suggest
that further research should focus on the following: (i) selecting IQ criteria; (ii) presenting
IQ to users (which has been discussed in a few works but superficially); (iii) defining
the optimal granularity of the processes to evaluate IQ; (iv) unveiling the relationships
between quality criteria and determining which criteria adequately define IQ from the
perspective of data/information fusion; (v) unifying multiple IQ criteria into one mea-
sure; (vi) assessing the evaluated IQ; (vii) measuring the effects of IQ assessment and its
cost [85,86]; (viii) developing techniques to manage and enhance IQ in new (structure
and unstructured) forms of information [85]; (ix) identifying and describing the roots
of IQ problems; (x) designing IQ assessment frameworks that serve to produce robust
and systematic models; (xi) creating reusable, systematic, and predictive IQ evaluation
frameworks; (xii) constructing models that integrate IQ and the context; (xiii) controlling
quality, including that of information of the context based on the relationships between
the context, IQ, and fusion processes; and (xiv) establishing adaptive control systems to
improve IQ, taking into account changes in the context.

Consequently, we recommend conducting in-depth studies that include other fields,
such as studies on cognitive load [155] and multisensorial stimuli [156,157]. This would
serve to take advantage of all human senses, considering that the presentation of informa-
tion affects users’ perception, which may be very relevant for fast decision-making. Finally,
as a novel complement to HLF for decision-making, it may be appropriate to include
a stage that supports decision-makers. This stage would offer them recommendations
about their cognitive load and emotions, among other factors, to prevent decisions from
being deeply permeated by primitive urges and to achieve decisions with high reasoning
(information properly analyzed by thought), which, in turn, could help to improve every
information processing until its application.
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